1. Introduction

Noise or other environmental interference during data transfer from the transmitter to receiver causes problems in digital communication. Error is a situation when the output information does not match the input information, which might result in a bit changing from 0 to 1 or vice versa. The accuracy and performance of the system may be seriously hampered by these flaws [1-3]. Therefore, it is necessary to increase data transmission dependability. Error detection and correction are crucial for increasing dependability.

As a result, we must employ some sort of mistake detection and repair codes. When transferring the data, these sorts of codes add one or more additional bits to the data bits these additional bits, known as parity bits, aid in mistake detection. A bit that is added to the end of a binary code string to indicate whether the number of bits is even or odd is known as a parity bit or check bit. Both even and odd parities are possible. Even parity specifies that there should be an even number of 1s in the provided word, including the parity bit (2, 4, and 6). Odd parity specifies that the provided word's total number of ones, including the parity bit, should be odd (1, 3, 5, etc.) [5-9].

A code word is made up of the data bits and the parity bit. Error detection codes are used to identify errors that occurred during message transmission. These codes solely permit error detection. Parity check is a straightforward example of an error-detecting code, and codes that provide both error detection and repair are referred to as error detecting and correcting codes.

In error-correcting codes, parity check has a straightforward method to find mistakes and a complex process to pinpoint the location of the damaged bit. To recover the original message, the damaged bit's value is reversed (from 0 to 1 or 1 to 0). Parity checking, check sum error detection, cyclic redundancy check, VRC, LRC and Hamming code are a few examples of the various types of error controlling codes. When compared to other error-controlling codes, the hamming code is simple to use and has a high efficiency for both error detection and repair.
High speed and low energy capacitively driven on-chip wires [4] Networks on chips (NoCs) are becoming popular as they provide a solution for the interconnection problems on large integrated circuits (ICs). But even in a NoC, link-power can become unacceptably high and data rates are limited when conventional data transceivers are used. We present a low-power, high-speed source-synchronous link transceiver which enables a factor 3.3 reduction in link power together with an 80% increase in data-rate. A low-swing capacitive pre-emphasis transmitter in combination with a double-tail sense-amplifier enable speeds in excess of 9 Gb/s over a 2 mm twisted differential interconnect, while consuming only 130 fJ/transition without the need for an additional supply. Multiple transceivers can be connected back-to-back to create a source-synchronous transceiver-chain with a wave-pipelined clock, operating with offset reliability at 5 Gb/s. The combination of a low swing capacitive pre-emphasis transmitter, a bus with properly twisted differential wires, a double-tail sense amplifier and a source-synchronous clocking scheme is very suitable for communication in a NoC. Compared to other low-swing transceivers, the capacitive transceiver does: 1) not need a second supply; 2) can operate at higher speeds; 3) has a higher power efficiency; and 4) has a better immunity to supply noise. The capacitively coupled transmitter also makes the transceiver suitable to cross different voltage domains [11-13].

The transceiver circuits are compatible with standard digital CMOS circuits and are easily scalable to future technologies. Analysis predicts that the power-optimal swing is about 120 mV, also in future technologies. At this swing, the power consumption of the presented differential transmitter is four times lower than the power consumption of a conventional full-swing single-ended transmitter, while the obtainable data-rate is 80% higher. When we include the power of the sense amplifier and assume (optimistically) that a full-swing transmitter needs no dedicated receiver, then the presented transceiver is still a factor 3.3 more power efficient. For the 25-tile NoC example with 5-GHz clock and 25% average switching activity, this means that the total link power would drop down to 0.8 W, instead of the original 2.7 W. With multiple transceiver stages cascaded in a wave pipelined fashion, the transceiver can also compete with global-interconnect transceivers as it enables high data-rates (5 versus 3 Gb/s in [10] or 2 Gb/s in [12]) at a high reliability (for random offset and correct operation over process and temperature corners) and with simple build-in synchronization. As such, the transceiver is also suitable for the long link distances that are for example found in networks with a torus or star topology [4].

A 32.5-Gb/s On-Chip Interconnect Transceiver [22] - a crosstalk compensation scheme for high speed single-ended on-chip signaling is presented. To reduce the effect of crosstalk in bandwidth enhanced channel employing capacitively driven interconnect, a crosstalk feed-forward equalizer is proposed, which compensates for the low-pass nature of the crosstalk. The proposed scheme is verified using a three-channel 10 mm on-chip interconnect implemented in 130 nm CMOS process. Measurement results show that the proposed transceiver effectively removes the crosstalk for data rates of up to 2.5-Gb/s while consuming 0.96 mW, which corresponds to energy efficiency of 0.41 pJ/bit. Low pass nature of the crosstalk in CDI by subtracting the received signal of the neighboring channel from the desired signal with appropriate weighting factor. While the concept of the CFE is verified together with a DFE, future work remains if the data rate is to be increased to beyond several Gb/s. A shortcoming of our proposed method is that high frequency crosstalk cannot be cancelled since the transfer function of the CFE is approximated as a constant. A simple solution would be to employ capacitive degeneration. The
crosstalk cancellation techniques used for off-chip communication can also be employed to compensate for the crosstalk at high frequencies. The effect of ISI can be further reduced by using well known methods, such as multi-tap integrating DFE or DFE-IIR [22].

On-chip global signaling over lossy transmission lines [14] A 9Gbit/s serial link transceiver for on-chip global signaling is presented. A transmitter serializes 8b 1.125Gbyte/s parallel data and transmits over 5.8mm of lossy on-chip transmission line. The receiver de-serializes the data with the help of a digitally-tuned interpolator. An error checking block verifies the recovered and de-serialized data against the original data and counts the number of discrepancies. The prototype transceiver, implemented in 0.13µm 8 metal CMOS, achieves 9Gbit/s with four pre-defined data patterns and a measured BER is less than 10⁻¹⁰. A complete on-chip transceiver communicating over a 5.8mm on-chip transmission line is described. Since the signal propagates along the line at the speed of light of dielectric, the latency of a long link is reduced significantly. Therefore, serial signaling promises low power consumption for high-bandwidth low-latency on-chip data links [14].

Global Signaling over Lossy Transmission Lines [3] describe an interconnect scheme based on lossy transmission lines, compare this scheme with traditional bus based links, and present performance data. Unlike some other schemes there is no requirement for up conversion, equalization, or special metal processing. In preliminary work, we have measured data rates of 14 Gbps (limited by test equipment) over a 7.2 mm interconnection, implemented in 0.18 µm CMOS. For active links signaling over a single serial link, is more power efficient than over traditional parallel buses, does not require repeaters and is less affected by noise and coupling. With appropriately terminated transmission lines, serial signaling is an attractive alternative to parallel buses for global, on-chip communication. For high speed signaling, these links are more power efficient than traditional parallel buses with repeaters. Lossy transmission lines provide enormous on-chip signaling bandwidth. The challenges are develop circuit techniques to effectively utilize this bandwidth, and to efficiently model these interconnect structures [3].

Differential Current-Sensing for On-Chip Interconnects [2] presents a differential current-sensing technique as an alternative to existing circuit techniques for on chip interconnects. Using a novel receiver circuit, it is shown that, delay-optimal current-sensing is a faster (20% on an average) option as compared to the delay-optimal repeater insertion technique for single-cycle wires. Delay benefit for current-sensing increases with an increase in wire width. Unlike repeaters, current sensing does not require placement of buffers along the wire, and hence, eliminates any placement constraints. Inductive effects are negligible in differential current-sensing. Current-sensing also provides a tighter bound on delay with respect to process variations. However, current-sensing has some drawbacks. It is power inefficient due to the presence of static-power dissipation. Current-sensing is essentially a low-swing signaling technique, and hence, it is sensitive to full swing aggressor noise. In this work, differential current-sensing is presented as an alternative to optimal repeater insertion and differential voltage sensing. Using a novel receiver circuit for current-sensing, it is shown that delay-optimal current-sensing is a faster option as compared to the delay-optimal repeater insertion technique for single cycle wires. For a clock frequency of 1 GHz, current-sensing provides a 20% delay benefit over delay-optimal repeater insertion for minimum width wires. The performance of current-sensing improves with increase in wire width (24% delay benefit for 2 minimum width wires). Current-sensing is also significantly faster than differential voltage sensing. A tradeoff between delay and
power can be reached by changing the driver size. Current-sensing has smaller variation in delay due to process variation. It also makes the design of power distribution network easier and causes smaller supply and substrate noise. Static current is a major concern for current-sensing. It makes current-sensing power inefficient and gives rise to reliability concerns like electro migration and self-heating. Differential signaling occupies more than twice the routing area as compared to repeater insertion. However, as single driver is used, the active area usage is significantly less. Also, the effect of inductance on differential current-sensing is negligible. Due to the low swing, current-sensing is sensitive to coupling noise from full-swing aggressors. Orthogonal coupling also affects current sensing but because of the common mode noise, correct sensing is still possible without any added delay or circuit complexity. A test-chip in 0.18-technology is planned to verify the functionality and delay benefit of current-sensing in silicon. In order to make current-sensing useful for low-power application, methods to mitigate static power are currently being explored. Multilevel current signaling is another area of active research [2].

2. Background of Hamming Code

Codes that correct errors are essential to modern civilization and are used in devices from modems to planetary satellites [15-21]. The theory is mature, difficult, and mathematically oriented, with tens of thousands of scholarly papers and books, but this project will describe only a simple and elegant code, discovered in 1949.

2.1. Description of the Hamming Code

Richard Hamming found a beautiful binary code that will correct any single error and will detect any double error (two separate errors). The Hamming code has been used for computer RAM, and is a good choice for randomly occurring errors. (If errors come in bursts, there are other good codes.) Unlike most other error-correcting codes, this one is simple to understand. The code uses extra redundant bits to check for errors, and performs the checks with special check equations. A parity check equation of a sequence of bits just adds the bits of the sequence and insists that the sum be even (for even parity) or odd (for odd parity). This section uses even parity. Alternatively, one says that the sum is taken modulo 2 (divide by 2 and take the remainder), or one says that the sum is taken over the integers mod 2, \( \mathbb{Z}_2 \). A simple parity check will detect if there has been an error in one bit position, since even parity will change to odd parity. (Any odd number of errors will show up as if there were just 1 error, and any even number of errors will look the same as no error.) One has to force even parity by adding an extra parity bit and setting it either to 1 or to 0 to make the overall parity come out even. It is important to realize that the extra parity check bit participates in the check and is itself checked for errors, along with the other bits.

The Hamming code uses parity checks over a portion of the positions in a block. Suppose there are bits in consecutive positions from 1 to \( n-1 \). The positions whose position number is a power of 2 are used as check bits, whose value must be determined from the data bits. Thus the check bits are in positions 1, 2, 4, 8, 16, ..., up to the largest power of 2 that is less than or equal to the largest bit position. The remaining positions are reserved for data bits. Each check bit has a corresponding check equation that covers a portion of all the bits, but always includes the check bit itself. Consider the binary representation of the position numbers: 1 = 12, 2 = 102, 3 = 112, 4 = 1002, 5 = 1012, 6 = 1102, and so forth. If the position number has a 1 as its rightmost bit, then the check equation for check bit 1 covers those positions. If the position number has a 1 as its next-to-rightmost bit, then the check equation for
check bit 2 covers those positions. If the position number has a 1 as its third-from-rightmost bit, then the check equation for check bit 4 covers those positions. Continue in this way through all check bits.

3. Crosstalk Avoidance of the Proposed MBRBEC Code

Most students understand parity bits. A parity bit is an extra 0 or 1 attached to a byte (or larger block of data) to help detect if an error has occurred. For example, with even parity, each byte together with its parity bit will contain an even number of 1s. If the byte itself contains an odd number of 1s, then the parity bit is set to 1, to make the total number even. Otherwise the parity bit is set to 0. Obviously, if any one of the bits gets flipped, the number of 1s will be odd and we can determine that the byte contains an error. There are a couple of problems with parity bits. First, if multiple errors occur within the same byte, our parity check might not return an error. Also, all the parity bits can do is check if an error has occurred. It has no way to determine which bit is incorrect, so it is impossible to correct the error. By contrast, Hamming codes are error-correcting codes. They are named after their inventor, Richard Hamming. Hamming was working for Bell labs in the 1940s. He grew frustrated with how often he had to restart his programs because a read error occurred. He developed Hamming codes as a way of detecting and correcting errors. Hamming codes can detect and correct single-bit errors or can detect (but not correct) up to two simultaneous bit errors. Hamming codes require $O(\log(n))$ parity bits for $n$ data bits. Each parity bit checks some (but not all) of the data bits. If an error occurs in a data bit, all the parity bits that checked that data bit will show the error, allowing us to uniquely determine where the error occurred. The following general algorithm uses a one based numbering scheme for the bit positions. The parity bits are at powers of two to ease calculation. Without too many problems, however, the scheme may be applied with the data and parity bits located at any position.

3.1. Proposed MBRBEC Decoder Diagram
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Figure 1. Proposed MBRBEC Decoder Diagram

4. Methodology

4.1. VERILOG

Verilog is one of the two major Hardware Description Languages (HDL) used by hardware designers in industry and academia. Verilog is very C-like and liked by electrical and computer engineers as most learn the C language in...
Verilog was introduced in 1985 by Gateway Design System Corporation, now a part of Cadence Design Systems, Inc.’s Systems Division. Until May, 1990, with the formation of Open Verilog International (OVI), Verilog HDL was a proprietary language of Cadence. Cadence was motivated to open the language to the Public Domain with the expectation that the market for Verilog HDL-related software products would grow more rapidly with broader acceptance of the language. Cadence realized that Verilog HDL users wanted other software and service companies to embrace the language and develop Verilog-supported design tools.

4.2. General Algorithm

The following general algorithm generates a single-error correcting (SEC) code for any number of bits.

- Number the bits starting from 1: bit 1, 2, 3, 4, 5, etc.
- Write the bit numbers in binary: 1, 10, 11, 100, 101, etc.
- All bit positions that are powers of two (have only one 1 bit in the binary form of their position) are parity bits: 1, 2, 4, 8, etc. (1, 10, 100, 1000)
- All other bit positions, with two or more 1 bits in the binary form of their position, are data bits.
- Each data bit is included in a unique set of 2 or more parity bits, as determined by the binary form of its bit position.
- Parity bit 1 covers all bit positions which have the least significant bit set: bit 1 (the parity bit itself), 3, 5, 7, 9, etc.
- Parity bit 2 covers all bit positions which have the second least significant bit set: bit 2 (the parity bit itself), 3, 6, 7, 10, 11, etc.
- Parity bit 4 covers all bit positions which have the third least significant bit set: bits 4–7, 12–15, 20–23, etc.
- Parity bit 8 covers all bit positions which have the fourth least significant bit set: bits 8–15, 24–31, 40–47, etc.
- In general each parity bit covers all bits where the bitwise AND of the parity position and the bit position is non-zero.

5. Experimental Results

The three received groups Received_A, Received_B, Received_C, and Decoded_A, Decoded_B are compared in the comparator as shown in Figure 2 to generate the signals Received_Not_eq1 and DecodeA_eq1_DecodeB. Received_Not_eq1 signal will be ‘1’ if all the three groups are different. DecodeA_eq1_DecodeB signal will be ‘1’ if decoded output from decoder A is equal to decoded output from decoder B (if both the decoders have zero error or single error). The possible distribution of 1, 2, 3, 4, and 5 bit errors among the three groups. For the occurrence of errors up to 5 bits, the outputs of decoder A and decoder B will be the same.

If both the decoders have error free outputs (either 0 error or single error which will be corrected by SEC–DED decoder). (ii) Both the decoders have 2 bit errors (for the burst errors of four or five, the place of occurrence of
errors in both the decoders will be same and hence the decoded value will be same). The proposed MBRBEC encoder uses SEC–DED extended Hamming code (39,32) to encode the initial message bits. Triplication error correction scheme is one of the standard error correction schemes used in communication system to correct errors. Propose triplication error correction scheme to correct the errors in on chip interconnection link.

The proposed error control code is named as Multi Bit Random and Burst Error Correction code with crosstalk avoidance (MBRBEC). Triplication error correction scheme is one of the standard error correction schemes used in communication system to correct errors. Propose triplication error correction scheme to correct the errors in on chip interconnection link. Using triplication error correction scheme, each of the encoded message bit is triplicated.
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6. Conclusion

The proposed MBRBEC encoder uses SEC–DED extended Hamming code (39,32) to encode the initial message bits. Triplication error correction scheme is one of the standard error correction schemes used in communication system to correct errors. Propose triplication error correction scheme to correct the errors in on chip interconnection link. Using triplication error correction scheme, each of the encoded message bit is triplicate. Thus if the initial SEC–DED extended Hamming code is (n,l), where n is the encoded message and l is the original message, then the final number of bits in the triplication message is 3n. The triplication of the message bit is used to correct the errors and simultaneously avoids crosstalk.

7. Future Work

Higher-Dimensional Hamming Codes: Explore and develop higher-dimensional Hamming codes that can correct more errors while still maintaining efficiency in terms of code length and redundancy. Error Correction Performance: Research techniques to enhance the error correction performance of Hamming codes, such as hybrid coding schemes that combine Hamming codes with other error correction codes.
Declarations

Source of Funding

This study has not received any funds from any organization.

Conflict of Interest

The authors declare that they have no conflict of interest.

Consent for Publication

The authors declare that they consented to the publication of this study.

Authors’ Contribution

All the authors took part in literature review, research, and manuscript writing equally.

References


