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ABSTRACT

Facial expressions convey non-verbal information between humans in face-to-face interactions. Automatic facial expression recognition, which plays a vital role in human-machine interfaces, has attracted increasing attention from researchers since the early nineties. Classical machine learning approaches often require a complex feature extraction process and produce poor results. In this paper, we apply recent advances in deep learning to propose effective deep Convolutional Neural Networks (CNNs) that can accurately interpret semantic information available in faces in an automated manner without hand-designing of features descriptors. We also apply different loss functions and training tricks in order to learn CNNs with a strong classification power. The experimental results show that our proposed networks outperform state-of-the-art methods on the well-known FER2013 dataset provided on the Kaggle facial expression recognition competition. In comparison to the winning model of this competition, the number of parameters in our proposed networks intensively decreases, that accelerates the overall performance speed and makes the proposed networks well suitable for real-time systems.
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1. Introduction

Recognizing emotions is considered to be a chief potential for one’s interpersonal skills and plays a vital role in communications. It can be very distinctive and complex task for a human being. We have been trying to recognize human emotions for decades now using our human instincts, however sometimes we failed to successfully identify the emotions and sentiments of the opposite person [1]-[7].

The aim of this research is to successfully recognize the emotions from visual data i.e. images using deep neural networks. The research has attempted to identify and overcome the dead locks in current architecture and systems to identify human emotions. Human emotions can be primarily identified using human facial muscles and facial gestures resulting into expressing their emotions, feelings and opinion of others. The aim of this research is to increases the accuracy of success full prediction of the seven human emotions namely happy, sad, angry, scared, surprise, neutral and disgust while utilizing the Facial Emotion Recognition dataset (FER2013).

Preprocessing, feature extraction, and classification are the three main steps in the Face Expression Recognition (FER) methodologies survey. The various FER technique types are explained in this survey along with their main contributions. The number of expressions identified and the complexity of the algorithms are used to compare the performance of different FER approaches.

In this examination, many face expression databases like JAFFE, CK, and others are discussed. The research on classifiers gathered from recent papers provides research fellows with a more thorough and dependable grasp of the specific traits of classifiers [8-15].

Convolutional Neural Network (CNN) is used to recognize the seven distinct facial expressions of people. The seven categories are surprise, neutral, sad, furious, disgusted, and terror. There were roughly 36,000 gray scale
photos in the dataset. Our specifically designed CNN model, which consists of two fully linked layers and four convolutional layers, achieves test data accuracy of 64.3% [2].

In order to categorize children's spontaneous emotion detection, progressive light residual learning is used. As opposed to earlier residual neural networks, ours steadily increases the skip connection as it descends deeper into the network. Limiting the skip connection locally allows the progressive light residual network to explore more feature space. This increases the network's susceptibility to perturbations and aids in resolving the overfitting issue for smaller datasets. The proposed methodology outperformed state-of-the-art methods significantly, according to experimental findings using a benchmark dataset of children's emotions [14-19].

Biometrics are used by facial recognition systems to extract facial traits from images or videos. To discover a match, it compares the data from the known database. Nowadays, a variety of facial recognition methods are employed. One of the most important biometrics is facial recognition. The commonly used facial recognition technology employs machine learning to find, match, and identify the person. When utilized to distinguish between users, the facial recognition technology delivers precise results. Facial recognition and its methods will be briefly discussed in this manuscript [4].

We gain from the veracity of the information we've learned through this channel while making decisions. As a result, numerous investigations in this area are carried out to develop reliable face expression recognition (FER) systems. The informative facial image elements are necessary to develop a strong and trustworthy FER system. In this study, a trustworthy FER strategy was established using the Local Binary Patterns (LBP) and Local Phase Quantization (LPQ) methodologies. The major objective is to ascertain whether or not combining these two approaches contributes. According to experiments, combining these two strategies raises the success rate of categorization from 75% to 88% [20-25].

The main objective of this study is to test and identify various suitable methodologies and proven techniques in order to classify emotions in real-time video stream. The research can be deployed to an online system which can be used for many for various purposes in real-time. This can be beneficial in machine-human interaction in multiple forms. This research aims to use FER 2013 dataset which is available publicly and training our built deep learning model on this dataset and predict or classify the emotions on to the new acquired images. Final system targets to classify the emotions of the live streaming data in a successful manner. The proposed system aims the use of Convolutional Neural Network from the Deep Learning family to achieve success.

Section 2 provides an information about an Emotion Recognition using Machine Learning, Section 3 provides an information about Emotion Recognition using Deep Learning, Section 4 is about Result and Discussion, Section 5 is about Conclusion.

2. Emotion Recognition using Machine Learning

In the existing system, classification is done through simple image processing to classify images only. Existing work includes the application of feature extraction of facial expressions with the combination of neural networks for the recognition of different facial emotions (happy, sad, angry, fear, surprised, neutral, etc.) Humans are capable of producing thousands of facial actions during communication that varies in complexity, intensity, and
meaning. The existing system is capable of analyzing the limitations of the existing system of Emotion recognition using brain activity. In this work, two machine learning algorithms such as KNN, and Haar Cascade are used to identify and classify facial emotion.

KNN is a simple nonlinear classifier model that classifies data points based on similar points. KNN algorithm is often used in image recognition technology, decision-making models, and simple recommendation systems. KNN is a non-probabilistic learning algorithm used to classify unknown test data based on the majority of similar data among the k-nearest neighbors closest to test/anonymous data. KNN algorithm works on deeply rooted mathematical formulas that are used for classification. When implementing KNN, the foremost step is to transform data points into feature vectors, or a certain mathematical value. Then the algorithm processes it by finding the distance between the mathematical values of these points.

Haar Cascade Detection algorithm is a machine learning-based approach where a cascade function is trained using lots of positive and negative images and then used to detect objects in other images. Haar Cascade is an object detection algorithm to identify faces in an image or real-time video. It uses edge or line detection features.

![Figure 1. Existing system architecture](image)

### 3. Emotion Recognition using Deep Learning

In deep learning model multi convolution neural network based algorithm is employed for face expression. Facial expression recognition using a Multi - CNN algorithm involves training a deep learning model that is capable of recognizing and classifying different facial expressions from images or videos of faces. Here is a general approach to implementing this algorithm Collect and prepare a dataset of facial expression images: You'll need a dataset of images that show different facial expressions, such as happiness, sadness, anger, etc. You can use publicly available datasets like the Facial Expression Recognition Challenge dataset, or you can collect your own dataset.

Preprocess the data: You'll need to preprocess the data by resizing the images, normalizing the pixel values, and augmenting the data to increase the size of the dataset. Train the Multi-CNN model: You'll need to train a deep learning model using multiple convolutional neural networks (CNNs) that are combined to recognize different aspects of the facial expression. Each CNN is trained on a different set of features to capture different aspects of the facial expression. The outputs of each CNN are then combined to produce a final prediction. Test the model: Once the model is trained, you'll need to test it on a separate set of facial expression images to evaluate its performance. Deploy the model: Finally, you can deploy the model to recognize facial expressions in real-time video streams or...
images. Overall, the Multi-CNN algorithm is a powerful technique for facial expression recognition, and can be used in a variety of applications, such as emotion recognition for human-computer interaction, facial recognition for security purposes, and more.

Our initial concept designs would be segregated into 4 main components that are Training, Evaluate, Pre-processing and Testing phases. Within each phase there would be carried out specific asks which can be ranged from classification of training data, calculating accuracy and loss, validating data, resizing the data etc. As per our system design we would initially acquire training dataset and after pre-processing it we would pass it for classification using Convolutional Neural Network while applying the mini-Exception architecture model and storing the model results into file which will be later used for on our test data for prediction and classification. The stored architecture model will then be passed onto our testing data which has been already pre-processed i.e. resized and gray-scaled and now ready for classification from the learned CNN model. The learned CNN model would classify or predict the testing or live data set from one of the 7 categories of the emotions.

3.1. Module list

- Training
- Dataset collection
- Preprocessing
- CNN layer Feature extraction
- Testing with result and analysis

The concept of convolutional neural networks is they are very successful in image recognition. The key part to understand, which distinguishes CNN from traditional neural networks, is the convolution operation. Having an image at the input, CNN scans it many times to look for certain features. This scanning (convolution) can be set with 2 main parameters: stride and padding type. As we see on below picture, process of the first convolution gives us a set of new frames, shown here in the second column (layer). Each frame contains an information about one...
feature and its presence in scanned image. Resulting frame will have larger values in places where a feature is strongly visible and lower values where there are no or little such features. Afterwards, the process is repeated for each of obtained frames for a chosen number of times. In this study we chose a classic model which contains only two convolution layers. The latter layer we are convolving, the more high-level features are being searched.

![Convolution model architecture](image)

**Figure 3.** Convolution model architecture

It works similarly to human perception. To give an example, below is a very descriptive picture with features which are searched on different CNN layers. As you can see, the application of this model is face recognition. You may ask how the model knows which features to seek. If you construct the CNN from the beginning, searched features are random. Then, during training process, weights between neurons are being adjusted and slowly CNN starts to find such features which enable to meet predefined goal, i.e. to recognize successfully images from the training set. Different image feature pattern.

#### 4. Results and Discussion

Our systems implies the use of CNN architecture model in order to facial expression detection which can be implemented optimally in real-time detection. Our research aims to fabricate a system to recognize the face and identify the facial emotions. The success rate in recognizing the emotion in test dataset is 62.5% which concludes that our proposed system gives good results. For our real-time system within a live video stream each the system recognizes the emotions for each frame.

![Sad Emotion](image)

**Figure 4.** Sad Emotion

![Neutral Emotion](image)

**Figure 5.** Neutral Emotion
5. Conclusion

This Study Presents a complete and fully automated approach for facial expression identification by simultaneously utilizing the face surface and face subsurface features. We presented a new algorithm for the face identification and recognition, which can more reliably extract the face features and achieve much higher accuracy than previously proposed facial identification approaches. The proposed approach presents a very low degree of complexity, which makes it suitable for real-time applications. Depending upon the selected features and the measured region properties of the human face, the different expression of the human was further classified using CNN (convolution layers). The proposed method is superior compared with other state-of-the-art approaches and that the analysis of the general image quality of the face images reveals highly valuable information that may be very efficiently used to discriminate them from fake traits.
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