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░ 1. Introduction 

In Ethiopia, telecommunication services like all-mobile services have been provided by the Ethio telecom 

organization. This organization were started provide service since 1894 by Emperor II. After that the organization 

did many improvements to extend the services they provide to the customers. Building telecommunication 

infrastructure, extending services availability between regions, and other relevant jobs that enable the telecom for 

the users have been performed in the organization. In 2010, the Ethiopian government absolute to consider on the 

development of telecommunication industries, considering them as a key target in the development of country’s 

economy. November 29, 2010, Ethio telecom was begun, from this ambition of supporting the solid evolution of 

our country, within the growth transformation plan (GTP), with ambitious objectives for 2015 [1],[2]. 

From the Ethio telecom services mobile communication is one of the most popular and significant services with 

over 70 million users utilizing mobile networks [1]. Furthermore, the advancement of technology in the 

communication industry plays significant role to the general growth of all fields about social, political, and 

economic matters. The telecom business grew as a result of technological improvements; as a result, the number of 

subscribers increased as well as their demand increased, which in turn encouraged the interest acquiring airtime 

service providers to stay connected on the call opportunity with customers [3]. The organization uses several 

approaches to keep the customers always connected to the company’s services. The major approach performed by 

the Ethio telecom, increase operational excellence, implementing new systems and building infrastructure, increase 

service availability, expanding revenue sources, and attracting service quality and price to meet expectations, are 

used to achieve its planning. 

AB ST R ACT  

Ethio telecom is largest telecommunication companies in Ethiopia. Ethio telecom begun airtime credit service in 2010 to its above 70 million mobile 

subscribers. The service aims to maintain customer relationships, minimize churn, and generate additional income. However, collecting service 

money from subscribers is a challenge, resulting in losses of around 2.7 million birrs. To address this, a machine learning-based technology solution 

was developed to predict eligible customers based on historical data usage. The model uses an Ethio telecom dataset with 114871 rows and 18 

columns. Five machine learning classification algorithms were selected for the proposed solution based on the research behavior and literature 

review: Random Forest, Logistic Regression, Gradient Boosting machines, Naïve Bayes, and Support vector machines. These algorithms are 

implemented on the prepared dataset and evaluated using model evaluation metrics like accuracy, precision, recall, F1-score are applied. In addition, 

the confusion matrix table and receiver operating characteristics-area under curve are used to evaluate performance. The accuracy of Random Forest 

was 90.40%, Logistic Regression was 75%, Gradient boosting classifier was 90.42%, Naïve Bayes was 89.8%, and the Support vector machines was 

73.1%. We performed comparative analysis between the models to select the robust model. So that, the Gradient Boosting classifier model provide an 

outstanding result in predicting eligibility for the airtime credit service. 
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Uncollateralized and digital lending is a new telecom services sector that has emerged in Ethiopia in recent years to 

rise the advantage of using credit for the country's underprivileged citizens. Fintech is a technology platform that 

can be used for digital lending [18]. This type of services remotely managed, automated, and instantaneous loan 

appraisal and distribution characteristics set digital credit apart. Digital lending operations depend on different 

activities of the customers like usage history, credit score system, and dependable features of the customers [1],[2]. 

Ethiopia started a digital lending that called airtime credit system in 2018 to provide airtime credit service, data, and 

other services to mobile network subscribers. This approach provides different lending options for the subscriber 

based on the usage history of the customers [1],[4]. However, the amount of money borrows using these services 

limited for the mobile service like for call, data, and SMS. The mobile subscribers can borrow up to 100 Birr from 

the mobile operators of the Ethio telecom. The mobile operators ensure the customers’ requests for airtime credit 

service, and identifies the customers based on the usage history and frequency of prepaid amount on the mobile 

subscribed identifications. The amount of credit is calculated by the user’s activity on the Ethio telecom networks, 

and the repayment of the service on the given time and but charged a blanket 10% interest fee for all options of 

digital credits. Currently, telecommunication operators design strategies that enable the company to overcome the 

challenges and mitigate the risks that come with embedded technologies. The operators record the customer data 

such as customers' name, customers address, contractual details, usage details, service details of the customers. So, 

by using cutting-edge technology like machine learning, we can clearly identify the eligible customers for the 

airtime credit service. Machine learning is a major type of artificial intelligence that learns from previous activity of 

the customers and develop predicting model that able to predict for eligible customers. In addition, it can minimize 

the effort required and time wasted to memorize the previous activity of the customers. 

This research paper proposes to predict customers’ loan eligibility for Ethio telecom airtime credit service using 

machine learning algorithms. This model can identify the eligible and non-eligible customers based on their usage 

history dataset collected from the Ethio telecom corporate mobile airtime credit service operators. 

1.1. Statement of the problem 

The subscribers’ credit usage history, and availability of the subscribers on the network of Ethio telecom are the 

major elements used to identify the customers for the airtime credit services. Also, the subscribers must use prepaid 

accounts to get the airtime credit service offered by the organization. This type of activities enables subscribers to 

borrow airtime credit whenever they need without disturbing about running out of balance in their account. Many 

time the subscribers late at night and early in the morning are unable to recharge their subscriber identity module 

(SIM) to stay connected with Ethio Telecom network services.  

Despite the advantages of the airtime credit, there are a lot of risks and challenges occur after the service was 

provided to the end users. The main issues were collecting the repayment loan they provide to the subscriber and 

identify the eligible customers for the services. For example, Ethio Telecom provides digital lending airtime service 

for all mobile subscribers which satisfies the requirements specified by the service providers. This service solves 

the problems and limitations of disconnected when running out of balance and unable to purchase the credits from 

where they are located. According to Ethio Telecom reports [5], millions of subscribers (4.5 million) are unable to 
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repay loans they get from the service providers. This degrades the trust between customers and providers and it 

increases the worrying on the providers as the debt on the customers is not returned on time is increasing [6].  

So, properly consider and understanding the issues is needed to overcome the risks comes with the airtime credit 

service. However, if the problem is not properly mitigated the organization faces a revenue loss, degrades the 

service quality and customer relation with organization which is the reverse of the airtime credit service missions. 

To solve these challenges, many approaches are implemented in the area of Ethio Telecom services and another 

related organization. The researcher [5], developed data mining application solution to identify the airtime credit 

risk for the Ethio Telecom Corporation. They use the mobile subscriber’s dataset and extract the hidden patterns of 

the subscriber’s that identify the credit risks in the corporation by using data analysis algorithms. J48 Decision 

Tree, Naïve Bayes, Multilayer Perceptron, and Logistic Regression data analysis algorithms are used to analysis the 

risks level of airtime credit service users. These algorithms implemented using dataset contains 86,024 instances 

and eleven (11) attributes were used for developing and testing the algorithms. J48 decision trees were performs 

better accuracy for identifying the airtime credit risks. In addition, the researcher [4], designed credit score model 

for airtimes loans using machine learning algorithms. Logistic Regression, Decision tree, and Random Forest were 

used to develop the model and evaluated based on the dataset collected from the ComzAfrica company. However, 

these researches have the limitation in the way they approach to solve the problem. Dataset used to evaluate the 

algorithms are specifically based on the identified company and the number of selected features to develop the 

model is small in numbers. This causes for the low performances of the algorithms, limits effectiveness of the 

model to identify the customers activities and eligibility for the airtime credit services [7]. 

So, to fill the gaps we propose a solution by using cutting-edge technology that supports the service provider to 

know their customer's activities. The machine learning-based model is designed to properly identify the defaulter’s 

customers from the non-defaulters by developing the model that trained on the characteristics and activity of the 

customers on the mobile network services. 

1.2. Study Objectives 

The general and specific objectives of the research are described below. 

General Objective of the study: The general objective of this study is to build machine learning based model that 

can predict the loan-eligibility of customers for airtime credit services. 

Specific Objectives of the study: The specific objectives of the research of the study listed in below: (1) Conduct 

inclusive literature review to analysis the research gaps; (2) Gathering important data and information that used to 

provide airtime credit services (ACS) and select relevant features from the gathered data; (3) Conduct complete 

preprocesses on the gathered data from the Ethio Telecom corporations; (4) To design classification model based 

on machine learning algorithms in order to develop a predictive model that skilled to identify loan eligibility and 

ineligibility for Ethio Telecom airtime credit services (ACS) consumers based on the usage history and consistently 

involved in the networks services of mobile network operators (MNO); (5) To training and testing the designed 

models; (6) To evaluate the performance of the proposed machine learning model using basic measure metrics such 

as F1-score, Precision, and Accuracy methods; and (7) To prepare finding report on the results and recommends the 



Irish Interdisciplinary Journal of Science & Research (IIJSR)  

Volume 8, Issue 3, Pages 85-99, July-September 2024 

ISSN: 2582-3981                                                                 [88]                                                                             

best machine learning algorithms to predict the eligible customers, and identify the important features during the 

research processing that mostly correlated with other features. 

░ 2. Literature Review 

2.1. About Credit score 

Credit score is a collection of users' activities from specified networks or companies for different purposes. By 

using this credit score, the organization can provide several services, such as financial support, gifts, and another 

that improve the customer satisfaction within the organization services [6],[8]. Organization like banks and 

financial organizations can use credit scores values and implement in their business closer to their customers. 

Credit score become an alternative solution for financial institutions to clarify the ability of customers to get 

financial services since 1989 [8],[9]. A credit score of persons represented by the worthiness they have in the 

organization that can be calculated and convert into numerical values represented between 300-850. Lenders, 

financial institutions, and other organizations use it as a standard measurement to determine the risk involved in 

giving someone credit or a loan. A person's credit history which includes things like payment patterns, credit 

utilization, account types, duration of credit history, credit scoring approach, and recent credit inquiries is usually 

used to compute credit scores [10]. In the US, a credit score normally falls between 300 and 850; higher scores are 

indicative of lesser credit risk and vice versa [9]. To prepare these ratings, the providers frequently apply credit 

scoring approach developed by the organization like financial organizations, telecommunication industries. 

2.2. Traditional and Modern credit scoring approach 

As per [9],[11], Fannie Mae and Freddie Mae established the credit score role in 1989. They released their first 

credit score, called the Fair Isaac Cooperation (FICO) score, and it is applied in the United States to calculate the 

individual's credits to determine the eligibility of consumers for different purposes such as financial loans, 

mortgages, evaluating businesses, and decision-making in the organization [11]. Traditional credit score 

algorithms, like the Fair Isaac Cooperation (FICO) score, based on the listed criteria and weightings to assess 

creditworthiness based on usage history data like payment history, credit usage, length of credit history, categories 

of credit, and recent credit inquiries [9],[12]. 

The FICO score is prepared for largest financial industries and makes them trusted by lenders for different 

purposes, such as decision-making, reducing loan defaulters, and fair distribution between consumers. However, 

this score model may not capture all the complex relationships and patterns of individual data, potentially leading to 

a less accurate risk assessment, especially for individuals with limited credit histories or non-traditional financial 

behavior [8]. 

The traditional and rule-based approaches have been undertaken a significant transformation due to the recent trend 

of technological advancement. The emerging technologies that improve the weakness of the traditional approach 

like machine learning approach which uses a robust statistical algorithm to assess huge volumes of data and identify 

spot patterns are become popular in the development of the credit score [13]. These algorithms may be able to 

provide a better risk assessments for the service offers; that more closure to reality since they consider a wider 
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factor and capture complex correlations among variables. Because machine learning algorithms are flexible and 

can learn from new data, they may ultimately perform better. Many researchers explore machine learning 

applications that able to predict credit scoring risks using different organizations' datasets [14].  

2.3. Airtime Credit service 

Airtime credit services can be called mobile airtime credit or mobile airtime lending service, began emerging in 

various regions around the world during the mid-2000s [15]. However, the specific launch dates may vary 

depending on the country and the service provider. Ethio Telecom Corporation is one of the leading telecom 

industries in East Africa, and it launched the airtime credit service in 2018. Mobile network operator’s subscribers 

are increasing every year, according to reports from telecoms [16]. MNO stores an individual's usage history like 

personal information, customer loan information. Using this MNO’s subscriber data, the Ethio telecom offer 

mobile service delivery that enables customers to stay connected within the Ethiopian telecom networks 

consistently. Airtime credit service streams through a diverse process to offer a service to the customers. The 

service offered by the telecom is managed by the mobile network operators that identifies the detailed usage history 

of the subscribers. 

2.4. Machine Learning Based Techniques 

The trend of leveraging machine learning benefits in different activities across industries have been increasing from 

time to time. Especially for the jobs of processing huge amounts of data for decision-making in companies, 

machine learning plays a significant role in multiple ways. With the help of machine learning (ML), the telecom 

sector can have a better sympathetic of competitive tactics, business markets, subscriber management and 

monitoring, strategic planning for ongoing development, and decision-making techniques [13],[17]. Recently, 

there has been a lot of needs in the field of research on creating machine-learning algorithms for loan eligibility 

prediction. By utilizing data-driven models to evaluate applicants' creditworthiness, these strategies seek to 

increase the precision and effectiveness of loan approval procedures [17]–[18]. The researcher [17] found that 

logistic regression is a more superior choice in machine learning technique to predict whether loan eligibility is 

approved or denied using customer creditworthiness collected from different financial areas. Machine learning 

based solution provides many opportunities for the organizations to process their daily works, meet their customer 

needs, and improve their work efficiency [19]. Organizations like Ethio telecom deal with huge amount of data 

processing in their daily activity. Extracting an important insight from those huge datasets is important for the 

organization to design the strategic planning and evaluate their customer services [20]. Performing this type of task 

in manual way is time-consuming and tedious for the organizations. There are three categories of machine learning 

are commonly known; Supervised, Unsupervised, and Re-enforcement machine learning method. In the study 

supervised machine learning techniques are used to develop the predicting model for the identified problems.  

2.5. Related Work of the Research 

In this study, several research reviews have been conducted and reviewed to identify works performed around the 

airtime credit service and financial credit score. The main objective of this research review is to recognize the 

research areas and gather the required insights from various researchers’ findings for the airtime credit service 
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user’s identification and prediction by developing model using machine learning model. In order to enhance and 

integrate technology into the telecommunication services, we reviewed papers that mostly focused on the 

telecommunications business. Ethio telecom is one of the largest telecommunication industries. The industries 

process a huge amount of data to operate their daily services. So, they become attractive area for researches and it 

need comprehensive solution using emerging technology like machine learning. In this study, Ethio telecom 

airtime credit service is the center of the study. Airtime Credit score is one of the research topics that requires an 

integrated solution to properly identify and manage the service users. 

According to the paper [14], "Mobile Airtime Advances for the Financially Excluded” studies the impact of the 

mobile based airtime services in the financial sector for the excluded customers from the financial services. This 

paper describes the advance of the mobile in the financial sectors. For those without access to typical financial 

services like credit cards or bank accounts. This service is very crucial in order to make calls, send messages, or 

access internet services. Customers can borrow unsure amounts of airtime credit from their mobile network 

operators. This paper identifies additional financial services and products for the individuals based on the usage 

score of the customers. The study stresses mobile airtime advancements' potential as a financial service for those 

who are financially excluded overall. In order to fully comprehend its implications, difficulties, and prospects for 

advancing financial inclusion, it demands more investigation and study in this field. 

The paper [12] study on "Mobile Airtime Credit and Microfinance: this paper identify opportunities and Challenges 

between mobile airtime credit services and microfinance initiatives. The paper describes the overall concepts of 

mobile airtime credit services and microfinance. And highlights the potential interactions between these two parts, 

both of which are interested to provide financial services to underserved populations, particularly in developing 

countries. This authorizes individuals to meet their financial needs, build credit histories, and improve their 

economic well-being. Despite the opportunities, the paper also addresses challenges and considerations associated 

with mobile airtime credit and microfinance integration. These may include regulatory hurdles, technological 

barriers, affordability concerns, and the risk of over-indebtedness among users. 

In the dissertation [5] "Application of Data Mining Techniques for Predicting Airtime Credit Risk: The Case of 

Ethio Telecom,” Tarekegn study on the application of data mining techniques to predict airtime credit risk, 

focusing on the context of Ethio Telecom. The primary objective of the papers was to develop a predictive model 

that assess the likelihood of credit default among airtime users. The papers explore the feasibility and effectiveness 

of using data mining techniques to predict airtime credit risk in the Ethio Telecom. The researcher analyzes 

historical transactional data from the airtime credit system of Ethio Telecom using data mining techniques such as 

association rule mining, clustering techniques, and classification algorithms. Using a variety of data mining 

techniques, including association rule mining, logistic regression, and decision trees, Tarekegn searching patterns 

and connections in the airtime credit service data. The results of the study for airtime credit risk are included along 

with performance indicators including area under the curve (AUC), accuracy, precision, and recall. 

According to the paper [21], and explores the development of the application that based on machine learning 

approach for predicting loan eligibility. The paper performs comparative approach between different machine 
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learning such as logistic regression, Decision tree, and random forest, and identify the effectiveness of those 

machine learning algorithms to predict the loan eligibility. The authors compare the performance of the machine 

learning models and select the most accurate and reliable approach for assessing loan applicants' eligibility. And the 

models implemented on the preprocessed dataset prepared by the researcher. The author most likely employed a set 

of evaluation criteria, such as accuracy, precision, recall, F1 score, and area under the curve (AUC) of the receiver 

operating characteristic (ROC) curve, to measure the performance of each machine learning model. The 

comparison analysis's findings are presented in the report, the random forest model was better performing 

algorithms which score 81.1% accuracy and selected for loan eligibility prediction model. 

░ 3. Research Methodology 

In this study a various research design frameworks and models are identified to develop a solution that capable to 

determine consumers based on their credit scoring techniques. The Fair Isaac Corporations (FICO) Score is one of 

the earliest models developed to support lenders in determining whether their consumers are able to repay the loan 

and mitigate the risk associated with defaulting consumers [9]. This model is the origins for all other credit scoring 

based frameworks. Five factors are determined in the FICO frameworks. These are payment history, credit 

utilization, credit history, credit use, and new credit.  

These factors have their own defined weightiness in manipulative the credit score of consumers. Based on the 

concepts behind the FICO model, this study aims to develop a model that can predict a customer's eligibility for the 

airtime credit services in the Ethio telecom company, by using customers past usage history, and consistently 

connected with the Ethiopian mobile telecom.  

This developed model could be useful for the organization to mitigate and assessment risk occur by the credit-based 

service Numerous data credit score domains are appropriate for FICO. Depending on the scoring model, FICO 

scores can range from 300 to 850 or 250 to 900 [9],[11].  

This study based on the experimental and comparative approach in terms of research methodology. In this research 

we focus on the cross-industry standards for machine learning methodologies are used for the proposed machine 

learning algorithms, and includes the other methodologies from the reviewed papers. The best and robust 

algorithms is selected based on the experiments we performed in the research. In addition, certain characteristics 

that are adjusted to create the model are considered in this research. To identify the best loan eligibility prediction 

model, this study work designed into several phases to provide solution for the proposed research. 

3.1. Business Understanding 

In order to provide a proper solution clearly understanding the business area of the research is significant. The trend 

of leveraging technology in telecommunication plays a significant role in different dimensions to improve their 

business strategies and analysis of their customer satisfactions. Clearly identifying the machine learning project’s 

feasibility, performance measurable criteria, and clearly identifying the requirements and data in the 

telecommunication industry provides a clear vision and common understanding in the development of machine 

learning based solutions.   
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3.2. Data Collection 

The dataset used in this study was gathered from Ethio telecom. The Ethio telecom’s business support system 

collects the company’s data raw and provide dataset required for this research. The business support system 

including several components such as customer relationship, convergent billing system, and other components, that 

are used to support Ethio telecom airtime credit service provider to understand their customers personal 

information, customer knowledge and experience on the Ethio telecom networks, and describes value added 

service. 

To develop the proposed machine learning model, we feed secondary datatypes to the model that collected from the 

Ethio telecom databases. These data classified into three different datasets. These are customer personal 

information, customer loan information, and customer usage history in the Ethio telecom mobile network. 

3.3. Data Preprocessing 

In the research methodologies, data preprocessing is the critical process and it has a direct impact on the model if 

data preprocessing is not properly performed. The dataset contains customer individual information, loan 

information, and customer usage history on the telecom networks. So, properly merging those data types, and 

preprocess them as one dataset is important for the development of the models. The collected dataset is very huge, 

contains unstructured data, missing values, uncleaned data, and mixing data values, and unnecessary data was 

included. So, we use data preprocessing techniques such as screening methods, wrapper methods, or embedding 

methods to get an important and required features for the developing model. also, we select dataset by reducing 

samples that don't meet machine learning standards for data quality. 

In machine learning data preprocessing several techniques are suggested to identify the required data feature. 

Among these, we used a technique like data selection, data cleaning, and feature selection techniques. 

3.4. Data Selection 

This study uses Ethio Telecom prepaid airtime credit service subscriber’s dataset. The dataset used in this study 

contains 114871 rows and 18 features. The feature of the dataset has different types of data types, 8 number of 

features are classified as categorical data types and the remaining features are classified as numerical class. To 

select the proper data for the proposed machine, we performed analysis on the available features and it is impacts on 

the model, use correlation coefficient matrix to identify the relation between the dataset features, and reducing the 

null values, missing values during the data preprocessing. 

Table 1. Data selected feature with their data types 

Features selected Their data types (class) 

service_number Numeric 

cust_type_name Categorical 

net_busi_type_name Categorical 
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status_name Categorical 

cust_age Numeric 

gender_name Categorical 

per_type Categorical 

init_loan_amt Numeric 

loan_amt Numeric 

repay_amt Numeric 

loan_grade Numeric 

recharge_category Categorical 

recharge_amnt Numeric 

sms_local_usage Numeric 

sms_local_fee_etb Numeric 

data_usage_mb Numeric 

data_revenue_etb Numeric 

 check_eligibility Categorical 

 

3.5. Data Cleansing 

In the development of machine learning based solution cleansing and preparing data to feed into the model is 

significant steps. In the selected dataset from the Ethio telecom many missing, duplicate, irrelevant, and null value 

dataset are available. To fix these issues and improve the quality of the dataset, we performed data cleansing by 

removing unwanted data, reducing duplicated data, and handling missing data by using methods like imputation, 

deletion, or replacing the missing data values. 

3.6. Feature Engineering 

In the development predictive model feature engineering technique is significant in order to identify the measurable 

feature to provide a robust solution in the machine learning algorithms. After the data selection and data cleansing, 

feature engineering techniques are crucial to select the data feature that had impact on the performance of the 

machine learning model. Feature engineering includes various techniques like feature scaling, feature selection, 

normalization, and generalization techniques. If the data feature of the model can’t be selected properly, it affects 

the performance, quality, accuracy of the model.  

Feature scaling: In machine learning the impact of each feature compared based on the scaling standards used in 

the range between two numbers that represented between [0,1], or [-1,1]. This technique minimizes the variance 

occurred by the models and make standards the impacts of feature by scaling between 0 and 1 or -1 and 1. 
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We are using StandardScalar() and OneHotEncoder () techniques to identify the impacts of each feature for the 

models developed. 

Feature selection: Selecting a relevant feature when developing machine learning model is the significant step. It 

increases the model’s quality and minimizes the bias occurred in the model prediction. Feature selection aims to 

improve interpretability, decrease resource consuming and complexity, and balance the model to become 

overfitting or underfitting [22]. In the model development to select the dependency and relation between the we 

used Pearson correlation coefficient (r) techniques that measure the negative which in numeric values -1 and 

positive relation which relation numeric values represented in 1.  

3.7. Selecting Machine learning algorithms 

This study proposes machine learning based solution, which provides a strong solution that capable to predicts the 

loan eligibility of the customers for the airtime credit service subscribers. This study focuses on the binary 

classification algorithms that are used to develop models that are capable of predicting the eligibility of the 

customers for the airtime credit service in Ethio telecom. The most popular binary classification algorithms 

selected for the identified problem are logistics regression, random forest regression, support vector method, 

gradient boosting classifier, and Naive Bayes algorithms based on the reviewed literature. 

3.8. Model Evaluation metrics 

In the classification machine learning algorithms several evaluation metrics are applied to evaluate the model’s 

performance in predicting class labels properly. The most popular of the evaluation metrics we are using in this 

study for the classification algorithms are accuracy, precision, recall, and F1-score. In addition, the Confusion 

matrix and Receiver operation characteristics-area under the curve (ROC_AUC) performance evaluation metrics 

are used to measure the performance of each model. 

3.9. Apply comparative method between the models 

Based on the model evaluation metrics such as accuracy, precision, recall, and F1-score, we identify the model that 

perform better to identify the loan-eligibility for the airtime credit service. In this study, we implemented five 

machine learning algorithms for the identified problem in the research and apply comparative analysis between 

each model. 

░ 4. Result 

To answer the research questions of the study, the required dataset is collected from the Ethio telecom airtime credit 

subscribers, and the dataset contain 114871 rows and 18 columns after preprocessing the collected dataset. The raw 

data collected from the Ethio telecom database are unstructured and contains many missing values. We applied 

dataset preprocessing to make clean the dataset using machine learning techniques like fill the missing data using 

mean and media and feature engineering to identify the better features. The dataset contains seven categorical 

datatypes values and the other remaining columns are numerical data types values. In order to make the dataset 

understandable by machine learning algorithms and scale between the identified features, the data transformation 

techniques such as StandardScalar() and OneHotScalar() functions are performed on the prepared dataset. The 
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dataset target contains an imbalanced value. The target class of the dataset contains 82748 eligible values and 

32123 non-eligible values. So, this target value variance causes for the data imbalance between the eligible and 

non-eligible class. The imbalance dataset causes for the underfitting or overfitting models and impacts the 

performance of the models that capturing noise data rather than true patterns of the learning data. The SMOTE 

oversampling techniques are applied to balance between the target class is become 66166 for both eligible and 

non-eligible values, and the total dataset is 132,332. To identify the relation between the selected feature we applied 

Pearson Correlation analysis. According to the correlation analysis report Figure 1, there is 53% correlation 

between Loan amount and initial loan amount, and 51% correlation between repay amount and initial amount. So, 

based on this value the correlation between the variable can be defined as good correlation between variables. 

 

Figure 1. Correlation values of each feature 

░ 5. Conclusion and Recommendation 

In the Ethio telecom, airtime credit service is popular service that enables the customers to borrow an airtime credit 

while their prepaid account balance is low. The airtime credit service must be managed properly to identify the 

customers repay back the loan they borrow from the Ethio telecom company and minimizes the risks occur because 

of the airtime credit service. Unless the organization can lose money and impacted by financial, and unable to 

compete in the business market. To minimize the impacts and identify the customers from the defaulters, 

supporting the airtime credit service by the cutting-edge technology like machine learning algorithms are 

significant for the organization. Such type of solution primarily based on the data usage and past activity of the 

customers subscribes the airtime credit service. The Ethio telecom mobile network has the ability to record the 

customers detail information and their activities on the organizations network. By using this customers data usage 

and activity, this study provide solution that based on the machine learning algorithms for classifying the eligible 

customers from the defaulters. The dataset collected from the Ethio telecom organization. However, getting proper 

dataset for the machine algorithm are not easy task. The collected data contain missing values and unnecessary data 

that can’t be used for develop predicting model using machine learning. The collected data was must be 

preprocessed and cleaned by using sklearn data analysis tools. The data preprocessing includes process such as 

cleaning data, handle missing values, feature scaling and selection, and encoding data for the trained machine 

learning model. The raw dataset contains many unwanted features for the developed model, it is excluded from the 
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preprocessed data. So, data preprocessing is the basic for developing machine learning and converting to 

understandable dataset input for the machine learning algorithms. 

The data imbalance issues have been occurred in the target class values. So, this problem causes for developed 

model to be overfitting, improper model performance, and inaccurate prediction values. SMOTE random over 

sampling techniques are used in the research paper to make the dataset balanced and fair class distribution for 

training model. The balanced dataset was containing 132332 values and 66166 for eligible customers and 66166 for 

ineligible customers. 

Feature selection applied on preprocessed dataset by using the Pearson Correlation analysis. In this study, five 

machine learning algorithms was selected for predicting the eligibility of the airtime credit users. And the 

developed model has been evaluated by using confusion matrix and other machine learning classification 

measurement metrics like accuracy, Precision, Recall, and F1-score.  

By training the selected model on the prepared Ethio telecom prepaid subscribers, their performance accuracy is 

identified, the random forest algorithm was scored 90.4%, the gradient boosting classifier algorithm 90.42%, the 

Naïve Bayes algorithm was scored 89.8%, the logistic regression was scored 75%, and the support vector machine 

was scored 73.1%. based on this performance accuracy, the random forest and gradient boosting classifier perform 

better prediction result relatively while comparing with other machine learning model. 

░ 6. Recommendations  

The major aim of this study was to design and develop predictive model to classify the eligible and ineligible 

airtime credit service subscribers. Overall, by analyzing the developed model results, the study has the following 

recommendation:  

  Five classification algorithms such as Random Forest, Gradient boosting classifier, Naive Bayes, logistic 

regression, and Support Vector Machine are implemented. from this algorithm, we recommend that the Gradient 

Boosting model is perform better to build the predicting eligible customers from the defaulters. 

  The company can take the findings of this research as input for extra insights and analysis for the business 

planning and reducing the risk of defaulters in airtime credit service. 

  Since the number of mobile subscribers increasing from time-to-time for Ethio telecom services, managing their 

customer data and building their raw data keeping warehouse and properly recording the data can help the company 

to develop the effective and robust machine model that can simplifies and improves their customer daily service 

and improve their relationship between customers. Unless preparing effective data can be take long time and 

impacts on the performance of the models. 

  The mobile service subscribers’ behaviors and their characteristics on the network are dynamically changing. 

This increases the complexity to identify the eligible customers easily. So, the company must record the customers 

daily activity on the company’s network properly. And it is important keeping the up-to-date records about the 

customers to properly identify the eligible data.  
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░ 7. Future Works 

In this study, Ethio telecom prepaid customer dataset was explored and analyzed by using machine learning model 

that capable to predicting customer eligibility for airtime credit service. Today, the monolithic telecom services 

provider was ended after Safaricom telecom joined telecom industry in Ethiopia.  

  By adding Safaricom airtime credit service subscribers’ data in the research for further exploration can be a 

future task.  

  Improve the performance of the model and building a robust model that minimizes the risk occur because of the 

airtime credit service. 

  Training and building model on the dataset by adding other features that predicting the eligibility of customers. 

  Building a predictive model by using deep learning algorithms using customers airtime credit service and further 

analysis based on the algorithms. 
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