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1. CONTENT MODELING AND REPRESENTATION 

TECHNIQUES IN VIDEO SEARCHING 

In this section, this paper presents a generalization of video 

content modelling and representation. The general problems 

in video content modelling and representation is first 

investigated. With regard to that, the state-of-the-art 

approaches: curvature scale space (CSS) and centroid 

distance functions (CDF)-based representations is presented. 

Subsequently the null space invariant (NSI) representations 

for video classification and retrieval due to camera motions is 

also presented. Finally, brief overview of the other 

approaches in video content modelling and representation 

and future trends is also presented. 

 

1.1 Need for CBVR Systems 

Content-based video collections are growing rapidly in both 

the professional and consumer environment, these are 

characterized by a steadily increasing capacity and content 

variety. Since searching them manually through the available 

collections is tedious and time-consuming, the classification 

and retrieval tasks to the automated systems become crucial 

for stored video volumes. The development of such systems 

is based on the algorithms for video content analysis. These 

algorithms are built around the models, bridging the gap 

between unifying query-by-example based indexing and 

retrieval systems and high-level semantic query-based 

activity recognition. 

 

1.2 General Problems in modelling and Representation 

techniques 

Within the last few years, object motion trajectory-based 

recognition has gained significant interest in diverse 

application areas including, Global Positioning System 

(GPS), sign language gesture recognition, animal mobility 

experiments, Car Navigation System (CNS), automatic video 

surveillance and sports video trajectory analysis. 

Psychological studies show that human beings can easily 

discriminate and recognize an object’s motion pattern even 

from large viewing distances or poor visibility conditions 

where other features of the object vanish. 

 

The development of such accurate activity classification and 

recognition algorithms in multiple view situations is still an 

extremely challenging task which is needed to be addressed. 

Object trajectories captured from different view-points lead 

to completely different representations, which can be 

modeled by affine transformation approximately. To get a 

view of independent representation, the trajectory data is 

represented in an affine invariant feature space. With regard 

to that, a compact, robust view invariant representation is 

highly desirable. 

 

1.3 View Invariant Representation method 

View-Invariant representation is a very important and 

sometimes difficult aspect of an intelligent system. The 

representation is an abstraction of the sensory data, which 

should reflect a real world situation. The view invariant 

representation includes scale view invariant , affine view 

invariant, and projective view invariant, etc. Once the 

representation has been defined, various recognition or 

classification algorithms can be performed. The methods 

usually involve some kind of distance calculation between a 

model and an unknown input. The model with smallest 

distance is taken to be the class of motion to which the input 

belongs to. The problem with this is that the system can only 

recognize a predefined set of behaviors [1] [2] [3]. 

 

1.3.1 Centroid Distance Functions (CDF) and Curvature 

Scale Space (CSS) - based Representation Technique 

The scale-space is a multi-resolution technique used to 

represent data of arbitrary dimension without any knowledge 

of noise level and preferred scale of smoothness. The notion 

of scale in the measured data is handled by representing a 

measured signal at multiple levels of detail for example,from 

the finest to the coarsest (i.e. from original signal to the 

most-smoothed version). The CSS representation takes 
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curvature data of a parametric curve and represents it by its 

different evolved versions at increasing levels of smoothness.  

 

1.3.2 Null Space View Invariance Representation 

Technique (NSI) 

This subsection, introduces a simple but highly efficient view 

invariant representation based on Null Space Invariant (NSI) 

matrix. This is the first use of Null space in motion-based 

classification/retrieval applications. Indexing and 

classification of the NSI operator is obtained by extracting 

the features of the null space representation using PCNSA 

(Principal Components Null Space Analysis), which 

provides an efficient analysis tool when different classes may 

have different non-white noise covariance matrices. 

Dimensionality reduction for indexing of the NSI is achieved 

by first performing Principal Components Analysis (PCA) as 

part of PCNSA. Classification is performed in PCNSA by 

determining the ith class Mi-dimensional subspace by 

choosing the Mi eigenvectors that give the smallest intra-class 

variance. The Mi-dimensional space is referred to as the 

Approximate Null Space (ANS). A query is classified into 

the class if its distance to the class mean in ANS space is 

lowest among all the other classes. A fundamental set of 2-D 

affine invariants for an ordered set of n points in R
2 

(not all 

collinear) is expressed as an n-3 dimensional subspace, H
n−3

, 

of R
n−1

, which yields a point in the 2n-6 dimensional 

Grassmannian GrR(n-3,n-1), which also shows number of 

invariants is 2n-6 in 2-D. 

 

In Null Space Invariant (NSI) of a trajectories matrix (each 

row in the matrix corresponds to the positions of a single 

object over time) and this is introduced as a new and 

powerful affine invariant space to be used for trajectory 

representation. This invariant, which is a linear subspace of a 

particular vector space, is the most natural invariant and is 

definitely more general and more robust than the familiar 

numerical invariants. It does not need any assumptions and 

after invariant calculations it conserves all the information of 

original raw data. 

 

1.3.3 Tensor Null Space Invariance Representation 

Technique (TNSI) 

Among affine view-invariance systems, majority of them 

represent affine view invariance in a single dimension, 

limiting the system to only single dimension affine 

view-invariance and single object motion based queries. In 

many of the applications, it is not only the individual 

movement of an object that is of interest, but also the motion 

patterns that emerge while considering synchronized or 

overlapped movements of multiple objects. For example, in 

sports video analysis, one is often interested in a group 

activity involving activity of multiple players, rather than the 

activity of an individual player. Also, due to camera 

movement, same motion trajectory has completely a unique 

representation from different viewing angles. Hence, a highly 

efficient classification and retrieval system which is invariant 

to multidimensional affine transformations is desirable. 

 

1.4 Other Representation techniques 

In other literature [10], the author Zhang et al uses a multiple 

different criteria like zoom-in type of effects in a shot content 

and color content changes. In [9] the author presents a 

technique for shot content representation and similarity 

measure using sub-shot extraction and representation. The 

author uses two content descriptors, Spatial Structure 

Histogram (SSH) and Dominant Color Histogram (DCH) to 

measure content variation to represent sub-shots.  The 

author C. Faloutsos [9] represent a shot using a tree structure 

called shot tree, formed by clustering frames in a shot. This 

approach addresses the problem of scene content 

representation for both similarity matching and browsing 

where for browsing only the root node of the tree (key frame) 

is used, while for similarity matching two or three levels of 

tree can be used employing the standard tree matching 

algorithms. In addition the authors in [11] represent other 

views of invariant representations such as geometry 

invariants (GI). 

 

1.5 Open Problems and Future Trends 

From the above reviews, it can be seen that there are 

remarkable advances in the field of video content modelling 

and representation techniques. However, to make the full use 

out of visual information retrieval systems, there are many 

open research issues that are still needed to be addressed. In 

the sections below, several open problems and a brief 

summary of future trends are listed. 

 

1) Optimal Sampling Strategy for High Dimensional 

Representation [7]:  This paper proposes the optimal 

sampling scheme for 2D null space representation. In future, 

the work can be considered the optimal sampling strategy for 

3D Null space representations.  

 

2) Segmentation of Tensor Null Space Invariants: The 

authors in [12] represents that The dimensionality of feature 

vectors employed in most systems for representing visual 

media can be solved by tensor null space invariants (TNSI), 

but, the computational burden for TNSI will be very heavy. 

To segment the space properly and reduce the dimension of 

the representation, there is a need in practical view invariant 

systems. 

 

2. VIDEO INDEXING AND RETRIEVAL TECHNIQUES 

This section, presents the concepts, problems and 

state-of-the-art approaches for content-based video retrieval 

(CBVR). The general problems of content-based retrieval is 

overviewed. Following to that, one of the key problems in 

video retrieval-video summarization is presented, which 

summarizes the state of-the-art approaches for both key 

frame extractions and shot-boundary detection. Spatial and 

Temporal Analysis is very important to access video content, 

hence the focus is shown on spatial-temporal motion 

trajectory analysis, presenting both single and multiple 

motion trajectory-based CBVR techniques, specifically, (i) 

unfolded multiple-trajectory indexing and retrieval (UMIR) 

(ii) geometrical multiple trajectory indexing and retrieval 

(GMIR) algorithm, and (iii) concentrated multiple-trajectory 

indexing and retrieval (CMIR) algorithm. The above 

algorithms doesn’t only reduces the dimensionality of the 

indexing space but also enables the realization of fast 

retrieval systems. Finally, a brief overview of other 
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approaches in video retrieval and future trends in this 

research area are also suggested. 

 

2.1 Definitions of CBVR systems 

By definition, a Content-Based Video Retrieval (CBVR) 

system aims at assisting a human operator  to retrieve 

sequence (target) within a potentially large database [11]. 

The authors in [11] has just presented a  natural extension of 

the well-known Content-Based Image Indexing and 

Retrieval (CBIR) systems. Both systems are aiming at 

accessing image and video by its content, namely, the spatial 

(image) and spatial-temporal (video) information. A Typical 

spatial information includes texture, color, edge, etc., while a 

typical temporal information includes change of scenes and 

motions. Moving from images to video adds several orders of 

complexity to the retrieval problem due to indexing, analysis 

and browsing over the inherently temporal aspect of video 

[15]. 

 

2.2 General Problems in Video Indexing and Retrieval 

One of the key issues in CBVR is, as pointed out by authors 

in [15], is bridging the ”semantic gap”, which refers to the 

gap between low level features (such as texture, color, shape, 

layout, structure and motion) and high level semantic 

meanings of content (such as people, or car-rasing scenes , 

indoor and outdoor). Low level features such as textures and 

colors are easy to measure and compute, however, it is a great  

challenge to connect the low level features to a semantic 

meaning, especially involving intellectual and emotional 

aspects of the human operator. Another issue is how to 

efficiently access the rich content of video information, these 

involves video content summarization, and spatial and 

temporal analysis of videos, which is discussed in detail in 

the following sections. 

 

2.3 Video Summarization technique 

Video summarization is the process of creating a presentation 

of visual information about the structure of video, which 

should be shorter than the original video [14]. Typically, a 

subset of video data such as key frames or highlights such as 

entries for shots, scenes, or stories is extracted for compact 

representation and fast browsing of video content. A shot is a 

set of contiguous frames acquired through a continuous 

camera recording, and is considered as the fundamental 

building block of a video. Several shots consist a scene, 

which is a set of contiguous shots that have a common 

semantic significance. Altogether, a video usually consists of 

several scenes. The significance of shots in videos, shot 

boundary detection or extraction of shots is the key  towards 

video summarization. 

 

2.3.1 Shot boundary Detection 

Shot boundary detection, or video segmentation, is to 

identify the frame or frames of videos where a transition 

takes place from one shot to another [17]. The locations of 

these changes are referred to as a Break or a Cut. Examples of 

transitions include cuts, dissolves, fades, wipes and other 

special effect edits. Some more efficient solutions have been 

proposed for shot boundary detection in [17] [18] [19]. 

 

2.3.2 Key Frame Extraction 

After video segmentation, key frames are extracted from 

each shot as features for compact summarization of video. 

The Key frame extraction must be automatic and 

content-based, such that important video shot content are 

retained while redundancies are removed after extraction. 

There are several key frame extraction criteria have been 

proposed, such as heuristic decisions [20], to use intra frame 

or first frame of video shot as key frame; or visual features 

[21], such as brightness, color or dominant colors; or motion 

patterns [22][23], such as dominant motion components of 

camera or large moving objects. These key frames are further 

utilized to summarize video content for efficient indexing 

and retrieval. 

 

2.4. Open Problems and Future Trends Video Indexing and 

Retrieval 

From the above review, one can notice the potential and 

promising future of video indexing and retrieval systems, 

however, there are still many open research issues that need 

to be addressed to make the full use of visual information 

retrieval systems. In the following sections, several open 

problems are identified and also a brief summary of future 

trends is provided. 

 

1) Low to High Level Semantic Gap: Current research efforts 

are more inclined towards high-level description and 

retrieval of visual content. Most of the techniques are at high 

level of abstraction which assumes the availability of 

high-level representation and processes the information for 

indexing. The techniques that bridge this semantic gap 

between pixels and predicates are a field of growing interest. 

Intelligent systems are needed to take low-level feature 

representation of the visual media to provide a model for the 

high-level object representation of the content. 

 

2) Dynamic matching, updating of query and databases: The 

practical utility of a robust CBVR system must address the 

problem of dynamic updating of video databases and feature 

spaces, as well as dynamic matching of queries and databases 

[39]. 

 

3. VIDEO CLASSIFICATION AND RECOGNITION 

TECHNIQUES 

Video classification differs from video indexing and 

retrieval, since in video classification, all videos are put into 

various categories, and each video is assigned a meaningful 

label. Recently many automatic video classification 

algorithms have been proposed, most of them can be 

categorized into any one of following four groups: 

audio-based approaches, text-based approaches, visual-based 

approaches, and combination of text, audio and visual 

features. Many standard classifiers, such as Bayesian, 

support vector machines (SVM), Gaussian Mixture Models 

(GMM), hidden Markov Models (HMMs) and neural 

networks have been applied in video classification and 

recognition. For more details one can refer [40] which 

proposes a novel distributed multi-dimensional hidden 

Markov Model (DHMM) for modelling of interacting 

trajectories involving multiple objects. This model is capable 
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of conveying not only dynamics of each trajectory, but also 

interactions information between multiple trajectories. 

 

3.1 Model-based Classification Technique 

3.1.1 Multi-dimensional Distributed Hidden Markov 

Models 

This paper introduces some basic idea for a novel distributed 

multi-dimensional hidden Markov Model (DHMM). In this 

model, each object-trajectory is modelled as a separate 

Hidden Markov process; while “interactions” between 

objects are modelled as dependencies of state variables of 

one process on states of the others. The interesting fact is 

that, HMM is very powerful tool to model temporal 

dynamics of each process (or trajectory); each process (or 

Trajectory) has its own dynamics, while it may be influenced 

or influence others. Figure 1 demonstrates examples of 

multiple interactive motion trajectories. 

 

 
Fig. 1 Examples of multiple interactive trajectories: (a) “Two 

people walk and meet”. (b) “Two air planes fly towards each 

other and pass by”. 

 

The training and classification algorithms presented in [45] 

to a general causal model. Also a new conditional 

independent subset-state sequence structure decomposition 

of state sequences is proposed for the 2D Viterbi algorithm. 

The new model can be applied to many problems in pattern 

analysis and classification. 

 

3.1.2 Hidden Markov Model 

Hidden Markov model (HMM) is very powerful tool to 

model temporal dynamics of processes, and has been 

successfully applied to many applications such as gesture 

recognition [41], speech recognition [42], musical score 

following [43]. The authors of [44] has presented a novel 

classification algorithm of object motion trajectory based on 

1D HMM. They have  segmented single trajectory into 

atomic segments called sub-trajectories, based on curvature 

of trajectory, then the sub-trajectories are represented by their 

PCA (principal component analysis) coefficients. Temporal 

relationships of sub-trajectories are represented by fitting a 

1D HMM. However, all the above applications rely only on a 

one-dimensional HMM structure. Simple combinations of 

1D HMMs cannot be used to characterize multiple 

trajectories, since 1D models fail to convey interaction 

information of multiple interacting objects. The major 

challenge is to develop a new model that will semantically 

reserve and convey the “interaction” information. 

 

3.2 Open Problems and Future Trends in Model-based 

Classification Techniques 

Many works have been done in video classification and 

recognition, most of them use audio, Text or visual features 

or combination of features. Despite many methods are 

proposed, there are still many open problems that need to be 

addressed in video classification and recognition. 

 

1) Efficient Fusion of Various Features: It is a method which 

combines more features such as text, audio and visual feature 

would improve the performance of video classification 

systems. However, very few works has been done in efficient 

fusion of different features. 

 

2) Although many HMM models have been applied in the 

field of video classification, A rich spatial-temporal structure 

of video has not yet been fully explored. A robust model that 

captures spatial-temporal structure of video and utilizes 

various features of videos is highly desired. 

 

4. CONCLUSION 

This paper gives a review of all methodologies being used in 

Video retrieval methods based on contents and also about 

video classification techniques. Along with it this paper also 

adds up the challenges available in every technique or 

method which the reader can take it as their research area 

trying to figure out the solution for the problems or 

challenges.  
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